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Motivating Example

The National Marine Fisheries Service (NMFS) estimates total fish caught
by recreational anglers

Marine Recreational Information Program (MRIP)

Gulf of Mexico: AL, FL, LA, MS, TX

Many species: Red Snapper, King Mackerel, White Grunt...

Fishing season, bag limits
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Motivating Example: Data Sources

Dockside Intercept Survey: S2
Catch per Unit Effort (CPUE): Average catch per species per trip
Probability proportional to size Design (PPS)
PSU: Dock’s Location × Times × Days
High quality, small sample size, expensive

Electronic Reporting Sample: S1
Captains can volunteer to participate
Non-probability sample
Contains similar information as the Dockside Intercept Sample,
including the response variable (y)
Low quality, large sample size, low cost

Overlap between the two samples
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Motivating Example: Data Sources Visualization

Goal: Estimate the total fish caught with unknown population size
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Review of Current Methods

Liu et al. (2017): Ratio Estimators

Use the self-reported sample as auxiliary information

t̂yp = n1
p̂1
̂̄y = n1
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wiyi∑
i∈S1∩S2

wi
= n1

t̂y
n̂1

, ratio Bp =
ty
n1

t̂yc = ty∗
∑

i∈S2
wiyi∑
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wiy
∗
i

= ty∗
t̂y
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, ratio Bc =
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ty∗

t̂MR = (1− w)t̂yp + wt̂yc
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Propensity Score Adjustment (PSA)

Involove the non-probability sample into estimation directly

Major issue: Selection bias of the non-probability sample

Lee and Valliant, 2009; Elliott et al., 2017; Kim and Wang, 2018; etc

Combine the nonprobability sample with a probability sample
Create pseudo-weights for the non-probability sample
Variable of interest only available in the non-probability sample

Robbins, M. W.,2017

Overlap exists between the two samples
Joint weighting and disjoint weighting

But...

How well are the samples integrated?
How much selection bias can be adjusted by PSA?
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Adaptive Propensity Score Adjustment (APSA)

We propose a new propensity-score-based weighting approach

Take advantage of the response variable from the probability sample

Monitor the sample integration process

Detect the non-representative part of the non-probability sample
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Adaptive Propensity Score Adjustment (APSA)

5-Step Adaptive Propensity Score Adjustment Method

Step 1. Calculate the propensity score for every unit in the combined
sample

Step 2. Sort the estimated propensity scores from smallest to largest
and segment the sample into 10 subgroups by decile points

Step 3. Within each subgroup, compare the conditional distributions
of response variable between units from both samples, we use K-S
test here

Step 4. Identify subgroup with significant test p-value, discard units
from the non-probability sample but keep the units from the
probability sample from that subgroup

Step 5. Re-calculate propensity score for the remaining data and
conduct the general PSA procedure
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General Framework

Notation:

y : variable of interest
x: q × 1 vector of covariates available in both S1 and S2
S∗
1 = S1 ∩ Sc

2

αi = P (i ∈ S2|xi ) , i ∈ S2
Propensity score: γi = P(i ∈ S∗

1 |S∗
1 ∪ S2), i ∈ S∗

1 ∪ S2
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General Framework

To estimate the pesudo-inclusion probability for the non-probability
sample

βi = P(i ∈ S1|xi ), i ∈ S1

qi = P(i ∈ S∗
1 |xi )

pi = P (i ∈ S∗
1 ∪ S2|xi ) , i ∈ S∗

1 ∪ S2

β̂i = α̂i γ̂i
(1−α̂i )(1−γ̂i )), i ∈ S1

q̂i = α̂i γ̂i
1−γ̂i , i ∈ S∗

1

p̂i =

{
α̂i + β̂i − α̂i β̂i = α̂

1−γ̂i i ∈ S∗
1

αi + β̂i − αi β̂i = αi
1−γ̂i i ∈ S2
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General Framework

Joint Weighting:

The samples are combined to be representive of the population

ŵi = 1/p̂i , i ∈ S = S∗
1 ∪ S2

t̂y ,joint = N̂ ̂̄y = n1
p̂1
̂̄y = n1∑

i∈S1∩S2
wi/

∑
i∈S2

wi

∑
i∈s1∪S2

ŵyi∑
i∈S1∪S2

ŵi

Disjoint Weighting:

The samples are representative of the population, seperately

ŵi =

{
1/q̂i i ∈ S∗

1

1/αi i ∈ S2

t̂y ,disjoint = N̂ ̂̄y = n1
p̂1

(θ

∑
i∈S∗

1
ŵiyi∑

i∈S∗
1
ŵi

+ (1− θ)
∑

iins2
ŵiyi∑

i∈S2
ŵi

)

From APSA method: t̂y ,joint−adp and t̂y ,disjoint−adp
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Jackknife Variance Estimation

Segmentation:

S1 = S
(1)
1 ∪ S

(2)
1 ∪ . . . ∪ S

(G)
1 and S2 = S

(1)
2 ∪ S

(2)
2 ∪ . . . ∪ S

(G)
2

For each replicate:

Leave ”one” out from both samples
Calibration on the remaining samples
Re-fit PSA and APSA methods

Jackknife variance estimator:

V̂ar
(
θ̂
)

= G−1
G

∑G
g=1(θ̂(g) − ¯̂

θ)2,where ¯̂
θ = G−1

∑G
g=1 θ̂

(g).
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Simulation Study

Population: 2017 self-reported catch data from NMFS, 15771 trips

Propensity score model: inclues all possible variables except response
variable
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Simulation Settings

Goal: evaluate t̂y ,joint , t̂y ,joint from PSA, t̂y ,joint−adp, t̂y ,disjoint−adp from
APSA as alternatives to t̂MR

64 Settings based on 3 factors: 4 probability sample sizes × 4
non-probability sample sizes × 4 self-reporting mechanisms

5,000 replicates for each setting

Probability sample: Dockside Intercept Sample

Simple Random Sample Design
Sample sizes: 200, 400, 600, 800

Non-probability sample: Self-reported sample

Sample sizes: 3154, 4731, 6308, 7885
Corresponding reporing rate: 0.1, 0.2, 0.3, 0.4
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Different Self-reporting Mechanisms

a) Missing Completely at Random (MCAR)

simple random sample

b) Missing at Random (MAR)

log( βi

1−βi
) = 0.5× NbPassengers + 0.5× NbCrew + 0.5× Hours + 1

c) Not Missing at Random (NMAR)

d) Extreme Case
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Simulation Result: Different Scenarios

MSE of Different Estimators by Scenarios: Self-reporting rate of 0.2
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Simulation Result: Extreme Case

Simulation Results in Extreme Case
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Simulation Result: Coverage Rate from Jackknife Variance
Estimation and Number of Remaining Subgroups from
APSA
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Simulation Result: Summarized by Number of Remaining
Subgroups

MSE of Different Estimators by Number of Remaining Subgroups
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Simulation Result: Coverage Rate of Different Number of
Remaining Subgroups
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Conclusions

Both t̂y ,joint , t̂y ,joint from PSA, t̂y ,joint−adp, t̂y ,disjoint−adp from APSA
have potential of being a useful alternative to t̂MR

APSA can monitor the sample integration process and detect the
non-representative part of the non-probability sample

Compared to PSA, APSA can further reduce the selection bias by
filtering out the non-representativeness part of the non-probability
sample

The performance of APSA will be improved by a larger probability
sample

Certains limits in adjusting selection bias in PSA and APSA

Recommand to use PSA or APSA when the number of remaining
subgroups greater than 8
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Questions

Is our approach unique?

Having variable of interest from both samples?
Conduct APSA on some covariate which are highly correlated with the
variable of interest?

How to conduct Jackknife Variance Estimation when the
non-probability sample contains no design parameters

Machine learing techniques other than propensity score?
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