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Motivation for Research
This work stemmed from exploratory work looking 
into how we might use paradata, response data, cost 
data, and other auxiliary data to make informed 
decisions about the ASM and related surveys’ data 
collection process.
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Definitions
Establishment – typically a single physical location 
where business is conducted or where services or 
industrial operations are performed.

Enterprise – a business organization consisting of 
one or more domestic establishments that were 
specified under common ownership or control.  
The enterprise and the establishment are the 
same for single-unit firms.  Each multi-unit 
company forms one enterprise.
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Give example of MU/SU, such as mom-and-pop shop versus a retailer.



ASM – Background and Sample 
Design

The ASM is a mandatory response survey providing statistics on 
employment, payroll, operating expenses, etc.

There are two sampling strata: mail and nonmail.
The ASM mail sample includes approximately 50,000 establishments of 
which about 20,000 are selected with certainty, and about 30,000 are 
selected with probability proportional to a composite measure of 
establishment size.

Although the nonmail stratum contained approximately 180,000 individual 
establishments in 2011, it accounted for less than 7 percent of the 
estimate for total value of shipments at the total manufacturing level.

A new sample is selected at five-year intervals beginning the second 
survey year subsequent to the Economic Census.
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The nonmail stratum consists of smaller establishments relative to the mail stratum.

To select the ASM sample, the manufacturing population is partitioned into two groups: establishments eligible to be mailed a questionnaire and establishments not eligible to be mailed a questionnaire. The establishments that are not eligible to be sent a report form consist of small- and medium-sized, single-establishment companies based on the Economic Census.  Data for these establishments are estimated, using information obtained from the administrative records of the IRS and Social Security Administration (SSA), and are included in the published ASM estimates.

The analysis that follows was conducted on the mail-out strata.



ASM – Data Collection
Paper forms for ASM and the Company Organization Survey (COS) are mailed 
together for those units in sample for each survey.  The ASM and COS are not 
conducted in Economic Census years.

Respondents can choose to report by mail or electronically via either the 
Economic Census Surveyor software for multi-unit organizations or Web-based 
Centurion reporting for single-unit organizations. 

In 2011, every enterprise in the sample received a paper form.
For the 2012 Economic Census if all 2011 ASM and COS responses for an 
enterprise were electronic, paper forms were not sent.

Responses are due within 30 days of receiving the form.
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ASM – Nonresponse Follow-up
Follow-up commences approximately two months after the initial 
mailout, and is usually in the form of a mailed letter. 

After the first reminder, there are three additional reminders sent, 
approximately once a month, until a case is considered a 
nonrespondent.

For some very large establishments that are deemed important for 
estimation purposes, follow-up may occur via telephone.

Currently, data collection persists for the ASM until the project runs 
out of time or money.    
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ASM - Nonresponse Adjustment
The ASM does not perform a nonresponse 
weighting adjustment.  

The ASM does impute individually for every 
nonrespondent using administrative data, prior, 
year data, etc.

Nonrespondents are imputed near the time of 
close-out processing.  Imputation for item 
nonresponse occurs when the establishment is 
run through the edits.



Analysis Questions

1. What is the cumulative unit response rate? 
Total quantity response rate?

2. How much money are we spending on each 
stage of data collection relative to the 
achieved response rate?

3. How representative are the respondents 
of the initial mailing sample?
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With an overarching research question on how to use paradata to plan survey contact and nonresponse follow-up strategies, it is useful to break up the question into several more manageable parts about business respondent behavior.  Here we address the following, initial questions.



Data Sources
Surveyor

Company ID
Timestamp for downloading and uploading the 
software
Mode the company last reported 

Business Register (BR)
Administrative data
Survey response data

Cost data
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Surveyor is electronic reported software that captures data at the company level, including company ID, a timestamp for downloading and uploading the software, and mode the company last reported their data to the Census Bureau. 

The BR is a centralized business database where information for enterprises, establishments, and employer identification numbers (EINs), and various administrative data are stored.  Survey response data are also housed in the BR.  Economic Census and ASM data are stored here, such as payroll, number of employees, etc.





Limitations on the Analysis

Response rates are an approximation

Cost information only reflected mail and phone call 
costs (direct labor, overhead, and outgoing calls)

Cannot separate ASM/COS costs
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Bullet 2:  At this point, we are unable to reasonably estimate cost by survey or by survey activity such as form design, sample selection, or data processing.

Bullet 3:  It is not always possible to separate ASM and COS costs because they are conducted jointly.  As the ASM is a much more involved survey instrument in that it asks much more than does COS, a reasonable simplifying assumption for this presentation is that where we are given costs for both ASM and COS, a vast majority of the resources are being utilized for ASM. 





Analysis Questions

1. What is the cumulative unit response rate?  
Total quantity response rate?

2. How much money are we spending on each 
stage of data collection relative to the 
achieved response rate?

3. How representative are the respondents 
of the initial mailing sample?
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The Unit Response Rate For the 2011 ASM From When Forms Were Initially 
Mailed to Respondents.

Forms Due

58.2% 61.9%

70.3%

88.6%

100% of mail 
and phone 
call expenses.

4th

Follow-up
3rd

Follow-up

2nd

Follow-up

1st

Follow-up

Presenter
Presentation Notes
The unit response rate (URR) is the unweighted ratio of the number of “forms” returned with sufficient information to be deemed a response to those mailed to eligible units, as well as units of unknown eligibility. The URR serves as a measure of data collection performance. The curve in this figure shows a gradual, constant increase in the check-in rate, achieving an overall rate just under 80%. 

The figure also shows the cumulative percentage of the mailing budget from the initial mailing through the fourth follow-up.  The first percentage listed is so large because it includes the cost of printing the forms, as well as the cost of postage for the mailing plus the cost of postage on the envelope for return, in addition to early incoming and outgoing phone calls.  With the monotonic increase in the URR, it is difficult to assess the utility of spending on follow-up mailings.  Some follow-ups have a larger percentage increase in associated costs than others, but as a whole do not appear to yield any appreciable increase in the number of check-ins.  However, the third follow-up has a higher percentage increase in costs, but do not seem to get much more in terms of response. There is the possibility the follow-ups help maintain the observed monotonic increase in check-ins, but only a carefully planned experiment can help answer that question.  
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The number of responses by 10 day interval for the 2011 ASM 

Mailout

Forms 
Due

1st

Reminder 2nd

Reminder 3rd

Reminder

4th

Reminder

58.2% 61.9% 70.3% 88.6% 100% of mail 
and phone call 
expenses.
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This figure reveals a share increase in the number of responses occurred leading up to, and shortly after the due date. Another spike occurred, in the 70-80 day interval, after the first reminder was sent.  We see a bulk of the responses coming in between the 70 and 190 day intervals.




Unit Response Rate for 2011 ASM for 
Single and Multi-Unit Respondents

Presenter
Presentation Notes
Here we see the URR broken out by SU and MU.  The red arrow indicates the third wave of NRFU, which as we saw in the prior slides has more associated costs.  It is after this follow-up that we see a cross-over, where the MU URR is higher than the SU.  It is possible that during this wave there is a more effective NRFU for the MUs.  

Another possibility is that about the time we see the crossover is also when companies file their SEC forms.

What is important in this graphics is that the slopes change, so the rate at which we're getting certain types of units is changing.



Total Quantity Response Rate

Presenter
Presentation Notes
So while the URR is an unweighted measure of unit nonresponse, the TQRR is a weighted measure of item nonresponse that is the percentage of your total estimate that comes from reported or equivalent quality to reported data.

One drawback to using the TQRR is that the denominator is an estimate, which isn’t necessarily ideal.



The Proxy Total Quantity Response Rate 
For the 2011 ASM

Forms Due

58.2%

1st

Follow-up

61.9%

2nd

Follow-up

70.3%

3rd

Follow-up

88.6%

4th

Follow-up

100% of mail 
and phone 
call expenses.

Presenter
Presentation Notes
While we see relative stability in both the URR and proxy TQRR, we saw how the relative composition of SU and MU changed.  This certainly makes us want to investigate our NRFU.  We address this next.  



Analysis Questions
1. What is the cumulative unit response 

rate? Total quantity response rate?

2. How much money are we spending on 
each stage of data collection relative to 
the achieved response rate?

3. How representative are the 
respondents of the initial mailing 
sample?
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Deviation From 
Representativeness
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R-indicators provide a single value between zero and one that measures how close the final sample of respondents are to the sample initially selected.

As the response propensities become more varied, the r-indicator tends closer to 0. 




Calculating the R-Indicators for the 
ASM

In our propensity model, we included the design 
variables six-digit NAICS, employment (as a proxy for 
measure of size), and state.

We then calculated the R-indicator for the 51,829 mail 
cases.

We did this for six “major events” in the data collection 
period of the survey.  

Due date
Four follow-up dates
End of collection
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Bullet 1:  As ASM stratifies on business size and industry we used emp_size_code, which is employment size code and is a categorical variable based on the number of employees.  
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25%

46%
60% 69%

77%

Forms 
Due

Presenter
Presentation Notes
The R-indicator theoretically attains its maximum value at two points: complete nonresponse and 100% response.  This is because there is no variability in response propensities at these two points.  The R-indicator achieves its minimum value at 0.5, and we would expect to see an increase in the R-indicator from 0.5 to 1 if there is balance among the key design variables built into the model.

With a response rate of ~6%, there is very little variation possible in response propensities, and thus the R-indicator achieves a large value, consistent with expectations from the model.  

What is of concern, is that as response rates increase, representativeness continues to decrease indicating average response propensities over the categories are not equal.  The portion of the curve in black is where we would expect the R-indicator to increase. Are our current follow-up procedures effectively targeting cases? We will investigate this more in the following slides by considering only one variable at a time.  We might expect representativeness to increase after the second follow-up, when the response rate is at goes from 46% to 60%, but this does not happen.  

In the follow-ups, all SU and MU in the mail stratum receive forms and letters, with phone targeting the largest establishments. 

There are ways to decompose this R-indicator to see what is driving down the R-indicator.  In the next slides, we will look at R-indicators built from models each only containing a design variable of interest. 
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Here an R-indicator is computed where we use 6-digit NAICS as the only predictor variable in the logistic regression model.  Here we see the R-indicator tending towards the parabolic shape we expect to see.  Nonresponse follow-up is slightly increasing representativeness by industry, but not by much.  Because the ASM stratifies by size and industry, and the first R-indicator that builds these two variables into the measure, it is the one that gives a more complete picture of what is going on with how nonresponse follow-up affect nonresponse follow-up.
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The R-indicator here is calculated only for state.  We see that the R-indicator does increase marginally after the second follow-up, and an associated URR of 46%.  
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Here an R-indicator is computed where we use emp_size as the only predictor variable in the logistic regression model.  We note that representativeness declines rather sharply.  This is most likely due to our follow-up procedures, where we concentrate on larger establishments, particularly with phone calls.  

This is concerning, as we edit and impute in part using the respondent pool.  If we edit and impute based on characteristics that are more representative of big companies than of the sample we initially drew, our estimates will most likely be biased.  We are thus faced with a tradeoff of trying to get the large guys versus obtaining a representative sample.  This tradeoff becomes more important as we consider the Economic Census, because we look at these results from the ASM as a proxy (in the manufacturing sector) to the Economic Census, which we benchmark our current surveys to.  

Furthermore, we may be artificially decreasing the variance associated with our estimates, because we are obtaining more of the same type of respondent.





Unconditional Partial R-Indicator

where

and
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Presentation Notes
Given the persistent decline in representativeness both overall and in employment, we calculated unconditional partial R-indicators on employment.  Partial R-indicators are analogous to looking at response rates by key subgroups.  The unconditional partial R-indicator, with stratification based on a categorical variable Z with categories 𝑘=1,2,…,𝐾 is defined as the variability between categorical response propensities, 𝑆_𝐵 (𝜌_𝑋 |𝑍) where:
 
𝑆_𝐵^2 (𝜌_𝑋 |𝑍)≅∑1_(𝑘=1)^𝐾▒𝑁_𝑘/𝑁 (𝜌 ̅_(𝑋,𝑘)−𝜌 ̅_𝑋 )^2
 
The average response propensity in stratum k, defined as 𝜌 ̅_(𝑋,𝑘)=1/𝑁_𝑘  ∑2_(𝑆_𝑘)▒〖𝑑_𝑖 𝜌_𝑋 (𝑥_𝑖)〗 , where 𝑁_𝑘=∑2_(𝑆_𝑘)▒𝑑_𝑖 .  All variables are defined as in the R-indicator formula above, with 𝑆_𝑘 as the set of sample units in the stratum.
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Again, values close to 0 imply the category subpopulation show no deviation from average response behavior, while values close to -.5 or .5 indicate maximal underrepresentation, or over representation, respectively.  The values are close to zero, but we do see that striking; companies with more employees tend towards over-representativeness over the data collection process, whereas those with fewer employees tend towards under-representativeness.

The R-indicators are just one more piece of information to consider.  We don’t necessarily know if employment is a good proxy for size.  Companies listed as having fewer employees could also be leasing a large number of their employees.  What the R-indicator has forced us to consider is thinking about the sample we drew versus the sample we got at the end of data collection.  As the ASM is interested in estimating totals, there is a tradeoff between getting the data to estimate the total versus a bias in our estimates.  



Discussion
On the surface, the nonresponse follow-ups seem 
effective. There is a relatively monotonic increase in 
the URR.

However, when incorporating cost information we see 
that the third round follow-up is when the amount we 
are spending does not translate to an appreciable 
increase in overall response.

Also, upon examining the single-units and multi-units, 
the single-unit URR slope starts to decline around the 
third follow-up, suggesting that the make-up of 
respondents is changing.
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Discussion cont’d
The overall R-indicator suggests that nonresponse follow-up does 
not seem to be improving the representativeness of respondents. 
Representativeness appears to be decreasing. 

Under current follow-up protocols, if we use number of employees 
as a proxy for size, larger (based on number of employees) 
establishments are becoming over-represented, while smaller 
establishments tend towards being under-represented. 

While we are trying to improve our response rates, we may be 
introducing bias into our estimates.

We certainly want to investigate further what is driving the 
employment indicators down (or up). Are there specific things that 
might explain this? And is that really what we want?

Presenter
Presentation Notes
Discuss the questions: 

Bullet 2:  Why does an establishment have zero employees? Could they in fact be very large establishments which, for instance, leases employees? These are all questions that we need to ask.

Bullet 3:  Don’t we really want our respondents to look like the sample we initially drew? We drew this to meet certain parameters. Are we targeting large cases because they’re important? We’re also interested in smaller domains, so imputation is also a factor if we’re having to impute more for the smaller units.  Again, this is especially important because we impute based, in part, on the respondent pool.  



Conclusion
There are limitations to the R-indicator. It is 
only as useful as the variables you use to 
construct the indicator.

Using R-indicators, in conjunction with 
traditional response rates led us down a path 
of inquiry we might not have gone down if we 
had relied solely on response rates.

Presenter
Presentation Notes
Bullet 1: We need to investigate if employment is a reasonable proxy for a measure of size.

Bullet 2:  Response rates and R-indicators should not be viewed as mutually-exclusive indicators of data quality.  There is no reason why both cannot be used.  Using these measures together forced us to think about a tradeoff between obtaining an estimate for a total and the bias in that estimate.




Contact Information
eric.fink@census.gov
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