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Use Databases (SQL)

Tips for Statisticians

1.

2. Wrangle Data

3. Learn to program (R, Python, etc.)

Learn to:
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Lifecycle of an Analysis Project

Clarify 
Become familiar with the data,


template a solution

Develop 
Create a working model

Productize 
Automate and integrate

Publish 
Socialize
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Lifecycle of an Analysis Project

Develop 
Create a working model

Scale Up* 
 Generalize to entire data set

Subset 
Extract data to explore, work with

Productize 
Automate and integrate

Publish 
Socialize

Clarify 
Become familiar with the data,


template a solution

* sometimes
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For Statisticians1.

2. For Universities



1. Embrace Exploratory Data Analysis (EDA)
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2. Embrace Determinism



© 2015 RStudio, Inc. All rights reserved.

A

F



© 2015 RStudio, Inc. All rights reserved.

A

F
A

F

M



© 2015 RStudio, Inc. All rights reserved.

𝜇
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Random errors

Effects of unmeasured variables



3. Embrace Philosophy of Science
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Published research fi ndings are 
sometimes refuted by subsequent 
evidence, with ensuing confusion 

and disappointment. Refutation and 
controversy is seen across the range of 
research designs, from clinical trials 
and traditional epidemiological studies 
[1–3] to the most modern molecular 
research [4,5]. There is increasing 
concern that in modern research, false 
fi ndings may be the majority or even 
the vast majority of published research 
claims [6–8]. However, this should 
not be surprising. It can be proven 
that most claimed research fi ndings 
are false. Here I will examine the key 

factors that infl uence this problem and 
some corollaries thereof. 

Modeling the Framework for False 
Positive Findings 
Several methodologists have 
pointed out [9–11] that the high 
rate of nonreplication (lack of 
confi rmation) of research discoveries 
is a consequence of the convenient, 
yet ill-founded strategy of claiming 
conclusive research fi ndings solely on 
the basis of a single study assessed by 
formal statistical signifi cance, typically 
for a p-value less than 0.05. Research 
is not most appropriately represented 
and summarized by p-values, but, 
unfortunately, there is a widespread 
notion that medical research articles 

should be interpreted based only on 
p-values. Research fi ndings are defi ned 
here as any relationship reaching 
formal statistical signifi cance, e.g., 
effective interventions, informative 
predictors, risk factors, or associations. 
“Negative” research is also very useful. 
“Negative” is actually a misnomer, and 
the misinterpretation is widespread. 
However, here we will target 
relationships that investigators claim 
exist, rather than null fi ndings. 

As has been shown previously, the 
probability that a research fi nding 
is indeed true depends on the prior 
probability of it being true (before 
doing the study), the statistical power 
of the study, and the level of statistical 
signifi cance [10,11]. Consider a 2 × 2 
table in which research fi ndings are 
compared against the gold standard 
of true relationships in a scientifi c 
fi eld. In a research fi eld both true and 
false hypotheses can be made about 
the presence of relationships. Let R 
be the ratio of the number of “true 
relationships” to “no relationships” 
among those tested in the fi eld. R 

is characteristic of the fi eld and can 
vary a lot depending on whether the 
fi eld targets highly likely relationships 
or searches for only one or a few 
true relationships among thousands 
and millions of hypotheses that may 
be postulated. Let us also consider, 
for computational simplicity, 
circumscribed fi elds where either there 
is only one true relationship (among 
many that can be hypothesized) or 
the power is similar to fi nd any of the 
several existing true relationships. The 
pre-study probability of a relationship 
being true is R⁄(R + 1). The probability 
of a study fi nding a true relationship 
refl ects the power 1 − β (one minus 
the Type II error rate). The probability 
of claiming a relationship when none 
truly exists refl ects the Type I error 
rate, α. Assuming that c relationships 
are being probed in the fi eld, the 
expected values of the 2 × 2 table are 
given in Table 1. After a research 
fi nding has been claimed based on 
achieving formal statistical signifi cance, 
the post-study probability that it is true 
is the positive predictive value, PPV. 
The PPV is also the complementary 
probability of what Wacholder et al. 
have called the false positive report 
probability [10]. According to the 2 
× 2 table, one gets PPV = (1 − β)R⁄(R 
− βR + α). A research fi nding is thus 

The Essay section contains opinion pieces on topics 
of broad interest to a general medical audience. 
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Summary
There is increasing concern that most 

current published research fi ndings are 
false. The probability that a research claim 
is true may depend on study power and 
bias, the number of other studies on the 
same question, and, importantly, the ratio 
of true to no relationships among the 
relationships probed in each scientifi c 
fi eld. In this framework, a research fi nding 
is less likely to be true when the studies 
conducted in a fi eld are smaller; when 
effect sizes are smaller; when there is a 
greater number and lesser preselection 
of tested relationships; where there is 
greater fl exibility in designs, defi nitions, 
outcomes, and analytical modes; when 
there is greater fi nancial and other 
interest and prejudice; and when more 
teams are involved in a scientifi c fi eld 
in chase of statistical signifi cance. 
Simulations show that for most study 
designs and settings, it is more likely for 
a research claim to be false than true. 
Moreover, for many current scientifi c 
fi elds, claimed research fi ndings may 
often be simply accurate measures of the 
prevailing bias. In this essay, I discuss the 
implications of these problems for the 
conduct and interpretation of research.

It can be proven that 
most claimed research 

fi ndings are false.

http://www.ncbi.nlm.nih.gov/pmc/articles/PMC1182327/pdf/pmed.0020124.pdf

http://www.ncbi.nlm.nih.gov/pmc/articles/PMC1182327/pdf/pmed.0020124.pdf
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Closing in on a Breast Cancer Gene on Chromosome 17q
J. M. Hall,* L. Friedman,* C. Guenther,* M. K. Lee,* J. L. Weberj D. M. Black,$
and M.-C. King*
'School of Public Health and Department of Molecular and Cell Biology, University of California, Berkeley; tMarshfield Medical Research
Foundation, Marshfield, WI; and $Imperial Cancer Research Fund, London

Summary
Linkage of early-onset familial breast and ovarian cancer to 11 markers on chromosome 17ql2-q21 defines
an 8-cM region which is very likely to include the disease gene BRCA 1. The most closely linked marker is
D17S579, a highly informative CA repeat polymorphism. D17S579 has no recombinants with inherited breast
or ovarian cancer in 79 informative meioses in the seven families with early-onset disease (lod score 9.12
at zero recombination). There is no evidence for linkage heterogeneity in the families with early-onset disease.
The proportion of older-onset breast cancer attributable to BRCA 1 is not yet determinable, because both
inherited and sporadic cases occur in older-onset families.

Introduction
We recently reported linkage of early-onset familial
breast and ovarian cancer to a gene, BRCA 1 (desig-
nated 113705 in Mendelian Inheritance in Man), on
chromosome 17ql2-q21 (Hall et al. 1990). This link-
age was subsequently confirmed in at least six inde-
pendent series of families (Narod et al. 1991; Breast
Cancer Consortium, unpublished data). However, the
region of chromosome 17q linked to breast cancer was
nearly 50 cM long. We report here linkage results with
11 markers linked to breast cancer genotyped on the
23 families from our earlier study. These markers de-
fine a region of 8 cM which is very likely to include
BRCA 1. One of these markers (Mfdl88) is highly
informative, with no recombinants with breast cancer
in the seven families with early-onset disease.

Subjects and Methods

The 23 families in our series include 7 families in
which average age at female breast cancer diagnosis is

Received October 15, 1991; final revision received January 30,
1992.

Address for correspondence and reprints: Mary-Claire King,
Ph.D., School of Public Health, University of California, Berkeley,
CA 94720.
X 1992 by The American Society of Human Genetics. All rights reserved.
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445 years and 16 families in which average age at
female breast cancer diagnosis is >45 years (Hall et al.
1990). Two of the early-onset families also include
women with ovarian cancer. Since our previous re-
port, one additional case of breast cancer and one case
of ovarian cancer have appeared in family 5, the only
early-onset family in which breast cancer did not pre-
viously seem linked to a gene on chromosome 17q. In
all families, breast and ovarian cancer patients were
considered affected; two women with endometrial
cancer (in families 1 and 4) were not included in the
analyses at all. (If endometrial cancer patients were
considered affected, lod scores would be higher.)
The model for multipoint analysis using LINKAGE

(Lathrop et al. 1985) postulated a rare autosomal
dominant breast cancer gene with age-at-onset distri-
bution and frequency of sporadic disease as described
elsewhere (Newman et al. 1988). Lod scores were cal-
culated separately for early-onset families (mean age
at breast cancer diagnosis is <45 years) and for older-
onset families (mean age at breast cancer diagnosis is
>45 years). Because the region between D17S250 and
D17S40 includes 11 markers with a total of 63 alleles
in the families, a single multipoint analysis was not
feasible. Hence, multipoint analyses were carried out
for breast cancer versus (a) D17S250, HER2, and
D17S579; (b) D17S579, D17S78, GIP, D17S293, and
NM23; (c) NM23, D17S41, and D17S74; and (d)
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Safety of Newly Approved Drugs
Implications for Prescribing
Robert J. Temple, MD
Martin H. Himmel, MD, MPH

IN THIS ISSUE OF THE JOURNAL, LASSER AND COLLEAGUES1

examine the timing and nature of the black box warn-
ings added to labeling, as reflected in the Physicians’ Desk
Reference, and of removal of drugs from the market to

address the question of whether clinicians should hesitate
to prescribe new drugs that may have unrecognized ad-
verse drug reactions (ADRs). Premarketing trials in a few
thousand (usually relatively uncomplicated) patients do not
detect all of a drug’s adverse effects, especially relatively rare
ones. Frequent postmarketing labeling changes are there-
fore inevitable and should be anticipated. Sometimes the new
information is so important it fundamentally changes the
place of the drug in therapy (eg, leads to second-line sta-
tus) and sometimes the postmarketing discoveries cause the
drug to be withdrawn.

Examining the appearance of black box warnings and with-
drawals is a reasonable way to seek out the most important
new ADRs, so that their implications can be considered. Use
of the Physicians’ Desk Reference to determine the timing of
the labeling change is convenient, but does not give an ac-
curate measure; this approach inevitably overestimates the
delay between marketing and the labeling event because the
Physicians’ Desk Reference cannot change between edi-
tions, while labeling does change. Although the Physicians’
Desk Reference is a widely used reference, important label-
ing changes are often communicated to physicians by “Dear
Health Care Professional” letters, and, once in labeling, the
black box warning appears prominently in drug promo-
tion materials. The use of the Physicians’ Desk Reference to
estimate time of black box warning appearance will make
the warnings added early in the life of the drug seem more
delayed than they were but will not greatly affect the warn-
ings added late (TABLE).

Lasser et al1 found a total of 56 drugs approved between
1975 and 1999 that acquired a black box warning or were
removed from the market. That represents 10% of the 548
new chemical entities approved during that period. Their
Kaplan-Meier analysis suggests a 20% ultimate risk of with-

drawal or black box warning, but this rate is at least debat-
able, as the earlier detection of ADRs in recent years may
mean fewer late discoveries.

Clearly, physicians and patients should be aware that re-
cently marketed drugs are at risk of being found to cause
unsuspected serious adverse effects. But how often do such
findings affect prescribing as opposed to inducing more care-
ful or more fully aware use? To answer this question, it is
worth looking more closely at the ADRs that resulted in black
box warnings or withdrawals.

In the study by Lasser et al,1 of the 45 drugs in their Table
1 and 16 drugs in their Table 2 (total 56 because 5 had a box
warning and were also withdrawn) that received a black box
warning or were withdrawn, several points should be noted.

First, 7 labeling changes were related solely to the results
of the Cardiac Arrhythmia Suppression Trial (CAST),2,3 in-
cluding the 3 type 1C antiarrhythmic agents (flecainide ac-
etate, encainide hydrochloride, moricizine) studied in the trial
as well as 4 drugs not evaluated in the trial (disopyramide
phosphate, mexiletine hydrochloride, bepridil hydrochlo-
ride, propafenone hydrochloride) with type 1 antiarrhyth-
mic properties (tocainide hydrochloride also acquired this
warning) that were relabeled because of a general recon-
sideration of the use of antiarrhythmics for non–life-
threatening ventricular arrhythmias. None of these drugs (in-
cluding encainide) was withdrawn because of this finding,
and flecainide acetate and moricizine continue to be mar-
keted for certain uses. Moreover, none of the drugs had ever
had the claim of postinfarction suppression of largely asymp-
tomatic ventricular premature beats that was studied in CAST.
While CAST was a seminal event in the use of antiarrhyth-
mics, the study was not the usual means used for postmar-
keting discovery of ADRs. Indeed, most of the drugs rela-
beled were not even in CAST, and the new warning applied
to all antiarrhythmics, such as quinidine gluconate and quini-
dine sulfate and procainamide hydrochloride, not just the
newer ones.

Second, 2 labeling changes (atenolol and metoprolol) re-
flected appropriate concern with abrupt withdrawal of

See also p 2215.

Author Affiliations: Center for Drug Evaluation and Research Policy, Food and
Drug Administration, Rockville, Md.
Corresponding Author and Reprints: Robert J. Temple, MD, Center for Drug Evalu-
ation and Research Policy, Food and Drug Administration, 5600 Fishers Ln, HFD-
101, Rockville, MD 20857 (e-mail: temple@cder.fda.gov).
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Housing valuations: no bubble apparent 

Kathleen Stephansen and Maxine Koster 

This analysis focuses on cross-country comparisons of housing valuations. Our main findings are: 

� Housing markets have been generally strong, and in the case of the United States, a major 
countercyclical force. Asia shows a weaker profile. 

� There does not appear to be a major misalignment in house values in the United States and 
the euro area. Recent central bank action in both the United Kingdom and Australia suggests 
rising valuation concerns. While in the United Kingdom, the economy’s structural changes 
over the last five years should attenuate somewhat this concern (hence a gradual interest 
rate response), in Australia the housing cycle is seen as the central driver of the domestic 
economic cycle and thereby monetary policy. 

� In the United States and the United Kingdom, if a housing bubble develops, we think it is 
more likely to be in turnover than in prices. 

Housing investment 

Housing investment ratios have evolved during the past four decades (see Chart 1). In the United 
States, low interest rates helped housing investment run countercyclically to the 2001 recession, and 
in the recovery have been contributing more to gross domestic product (GDP) growth than its historical 
average. In the United Kingdom, housing investment remains well below its late-1980s peak despite 
the sharp rise in activity over recent years. The euro area displays relatively high housing investment 
ratios, although the ratio is lower when Germany is excluded. Germany has seen an ongoing 
correction from its excessively high rate of housing investment, initially fuelled by the tax incentives in 
the early 1990s, with the ongoing contraction having resulted in a small negative impact on total euro 
area GDP growth in the past two years. Excluding Germany, the euro area has received no net 
contribution to GDP growth from the housing sector. 

In Japan, housing investment is still adjusting from the boom in the late 1980s. Similarly, in Asia 
ex-China and Japan, housing investment is by and large below its share-to-GDP reached prior to the 
1998 Asian crisis, with the exception of Hong Kong SAR, where the peak occurred in 1999 (see 
Chart 2). In Australia, dwelling investment has been a positive contributor to the domestic cycle. 

House prices/values 

Aggregate house prices have risen strongly in the United States, the United Kingdom (see Chart 3) 
and Australia (see Chart 4) for several years now, while they are still declining in Japan and Germany, 
reflecting the ongoing housing investment adjustment in these two countries. The stronger housing 
market performances have led some observers to express the concern that housing may be in a 
“bubble”. The concept of an asset bubble has a meaning only if there is some disparity between the 
price of capital and some measure of its underlying value. An international comparison of whether 
house prices are “appropriately” valued shows cross-country disparities, with the underlying difficulty 
being the availability and comparability of data. For example, property prices in Asia pertain to a 
narrow segment of the housing market and thus tend to be vulnerable to wide swings (see 
Charts 5 and 6). Corrections from 20%-plus value growth rates have occurred in the aftermath of the 
Asian crisis, with the exception of Indonesia, where the correction occurred more recently. Most Asian 
markets remain sluggish. In Australia, strong incentives during 2000-02 have contributed to a sharp 
rise in demand. 
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Modeling and Machine Learning

Keep

1.

2. Bootstrap (for inference)

3. Cross Validation (for model comparison)


