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Abstract

There is clear value, in both industrial and government settings, derived from performing statistical
analyses that, in effect, integrate data in multiple, distributed databases. However, the barriers to actually
integrating the data can be substantial or even insurmountable. Corporations may be unwilling to share
proprietary databases such as chemical databases held by pharmaceutical manufacturers, government
agencies are subject to laws protecting confidentiality of data subjects, and even the sheer volume of the
data may preclude actual data integration.

In this paper, we show how tools from modern information technology—specifically, secure multi-
party computation and networking—can be used to perform statistically valid analyses of distributed
databases. The common characteristic of the methods we describe is that the owners share sufficient
statistics computed on the local databases in a way that protects each owner from the others. That is,
while each owner can calculate the “complement” of its contribution to the analysis, it cannot discern
which other owners contributed what to that complement.

Our focus is on horizontally partitioned data: the data records rather than the data attributes are
spread among the owners. We present protocols for secure regression, contingency tables, maximum
likelihood and Bayesian analysis. For low-risk situations, we describe a secure data integration protocol
that integrates the databases but prevents owners from learning the source of data records other than
their own. Finally, we outline three current research directions: a software system implementing the
protocols, secure EM algorithms, and partially trusted third parties, which reduce incentives to owners
not to be honest.



1 Introduction

Many scientific or business investigations require statistical analyses that “integrate” data stored in multiple,
distributed databases. At the same time, the barriers to actually integrating the databases are numerous. In
this paper, we describe how for many analyses it is not necessary to move or share individual data records.
Instead, using techniques from computer science known genericaigase multi-party computation

the participating database owners can share summaries (in many cases, sufficient statistics) of the data
anonymously, but in a way that the analysis can be performed in a statistically valid manner.

To illustrate, as in the example in §3.2, a regression analysis on integrated chemical databases to identify
molecular features influencing biological activity is more insightful than individual analyses. In this setting,
proprietary data are the principal impediment to integration. Scale is another barrier: despite advances in
networking technology, the sure only way to move a terabyte of data from point A today to point B tomorrow
may be FedEx.

By contrast, in the “official statistics” setting of Karr et al. (2004), Karr et al. (2005c), Sanil et al. (2004a)
and Sanil et al. (2004b), and the homeland security setting of Karr et al. (2005b), where database owners
may be states or multiple federal agencies, confidentiality of data subjects is paramount, and laws prohibit
moving or sharing data.

The paper is organized in the following manner. 82 introduces the computer science abstraction of secure
multi-party computation (SMPC) that underlies our methods, and presents the one concrete version—secure
summation—that we require. 83 presents a number of analyses for “horizontally partitioned data” (defined
in 81.2), including data integration, regression, contingency tables, maximum likelihood for exponential
families and Bayesian analyses. In 84 we describe three directions of ongoing research at the National
Institute of Statistical Sciences (NISS). Conclusions appear in 85.

1.1 Problem Formulation

Consider a “global” database that is partitioned among a number of “owners.” For concreteness, the owners
can be thought of as companies (as in the example in §3.2) or, in official statistics contexts, as government
agencies. These database owners wish to perform a statistically valid analysis of the global database, but
without ever actually creating it. Reasons why creating it may be difficult or impossible are mentioned
above: they range from protecting proprietary data to scale of the data to confidentiality. In particular, the
“without ever actually creating [the global database]” proviso precludes use of either human or electronic
trusted third parties. “[S]tatistically valid” means just that: the same answer is obtained as would have been
obtained from the global database. It also means that all objects statisticians customarily think of as part of
the analysis must be calculated. To illustrate, for a regression (83.2), not only the estimated coefficients but
also their standard errors, measures of model fit and even characteristics of residuals must be provided.

The owners wish protection from one another in the sense that while each owner can compare the results
of the global analysis to, for instance, the results of performing the same analysis on its own data, it should
not be able to attribute any characteristics of the difference to specific other database owners. Whether the
analysis places data subjects at risk is not yet understood (see 85).

Finally, protocols must be both computationally feasible and secure from tampering by either malicious
owners or malicious external parties.



Figure 1: Principal models for data partitioning. Data subjects are rows, and attributes are cdleftins.
horizontally partitioned data—data subjects are partitioned among database drigbtsVertically parti-
tioned data—attributes are partitioned among database owners.

1.2 Data Partitioning Models

For the remainder of this paper, “database” means a flat file of rows representing data sulgjelctsns
representing attributes. There are two “structured” data partitioning modelshoFfiaontally partitioned

data, on which this paper focuses, the data subjects are partitioned among the database owners, and each has
the same attributes for all of its subjects. This is illustrated in the left-hand panel of FigureerEoally
partitioned data it is the attributes rather than the subjects that are partitioned among the database owners,
as in the center panel in Figure 1. Regression for vertically partitioned data is treated in Sanil et al. (2004a)
and Sanil et al. (2004b). Finally, of course, there are more complex partitionings, as discussed and illustrated
inin 84.2.

Both structured partitioning models engender significant metadata issues. For horizontally partitioned
data, for example, the database owners need to ascertain that their sets of data subjects are in fact disjoint,
and need to have the attributes in the same order and in the same units. For vertically partitioned data, there
is the much more difficult problem of linking records across the databases.



2 Secure Multi-Party Computation

In this section we give a brief introduction to SMPC. General references are Goldwasser (1997) and Yao
(1982).

2.1 Generalities

ConsiderK data owners (parties, in the computer science literature) with valuyes. , vk who wish to
evaluate a known functiofi at these values subject to three constraints:

C1: The correct valud (vq, ..., vk) is obtained and known to all owners.

C2: No ownerj knows more about the other owners’ valtis; = {vx : K # j} than it can deduce from
vj and f (v, ..., vk).

C3: No trusted third party—human or machine—is part of the process.

The challenge is thaE1l and C2 say that the process must be as effective as if there were a trusted third
party, whileC3 forbids this.

There is also an implicit fourth constraint that no owner can “disentangle” the other owners’ contribu-
tions to f (vq, ..., vk). That is, while ownerj may be able to learn something abadut;, it should be
ignorant about the nature of others’ contributionsd i@, ..., vk). In most cases, as for secure summation
(82.2), this constraint is satisfied automatically becauggsymmetric in itsK arguments.

The computer science literature contains a large humber of papers on the theory of SMPC. Fewer of
these, it seems, describe implemented algorithms, let alone functioning software systems. Some proce-
dures for SMPC involve encryption, while others depend on some form of randomization. The latter are
exemplified by secure summation.

As an example of the former, suppose two owners have databases of individuals indexed by social
security numbers and they want to determine those individuals who are in both databases. Then one owner
can form a polynomial with roots at (and only at) the social security numbers in its database, which it then
sends to the second owner in “open”—the values of the coefficients—rather than factored form. Because
of the computational (near-)impossibility of factoring the polynomial, the second owner cannot recover
the zeros, so the first owner’s data are in effect encrypted. The second owner can, however, evaluate the
polynomial at the social security numbers in its database, and those for which the polynomial evaluates to
zero are in both databases. To complete the process, it informs the first owner of thetresults.

Nearly all protocols for SMPC assume that the ownersami-honestSpecifically, this means that they
perform agreed-upon computations correctly, and that they use their true data. If the protocol is iterative,
they are permitted, however, to retain the results of intermediate computations. In 84.3, we examine the
consequences of owners that are not semi-honest, and propose one way to mitigate them.

2.2 Secure Summation
In this paper we use only the simplest version of SMPC, namely secure summation. In the notation of §2.1,

f(uvg,..., k) =v1+...+ VK.

IThis example is not realistic in the sense that there are orli¥ d@cial security numbers, so owner 2 could just evaluate the
polynomial at all social security numbers and learn exactly who is in owner 1's database. There are ways around this problem, but
they obscure the essence of the process.



Denoting this sum by andzk#j vk by V_j, some of the generalities in 82.1 become more concrete. Were
there a trusted third party, owng¢mwould knowonly vj andV, from which it can calculat&/_;. However,
at least in the absence of external knowledge, it cannot resblyento its componentsy, k # j, much
less associate these with specific other owners.

The secure summation protocol (Benaloh, 1987), which is depicted graphically in Figure 2, is straight-
forward in principle. Assume for simplicity that thg are integers.

Initialization. Owner 1 generates (and retains) a very large random infegaddsR to its valuev;, and
sends the surR + v to owner 2.

Iteration. SinceR is random, owner 2 learns effectively nothing aboufrom R + v1. It simply adds its
valuewv; to R + v, sends the result to owner 3, and so on.

Sharing. Finally, owner 1 receiveR+ vy +...4+ vk = R+ V from ownerK, subtractsR, and shares the
resultV with the other owners.

Figure 2 contains an extra layer of protection. SupposeMtatknown to lie in the range [(n), where
m is a very large number, say®, that is known to all the owners. Thatcan be chosen randomly from
{0, ..., m— 1} and all computations performed moduio

As a simple but illustrative application, suppose that the owners have income data and wish to compute
the global average income. Liet be the number of records in owngs database anti be the sum of their
incomes. The quantity to be computed is

(1)

whose numerator can be computed using secure summation dp'thand whose denominator can be
computed using secure summation onnkiys.

Despite the simplicity of the protocol, a production quality implementation of secure summation presents
a number of challenges. For example, neither another owner nor an outsider should be able to masquerade as
an owner, nor should the process be visible to outsiders. The Secure Computation System (SCS) described
in 84.1 implements these protections and more. In particular, the SCS hides from the owners the order in
which they contribute theiw,’s, which prevents collusion. If the order is known, then the owners before and
after j, by comparing the values one sendg tand the other receives froim can determine;.

3 Analysis of Horizontally Partitioned Data

In this section, we describe a variety of analyses for horizontally partitioned data.

3.1 Secure Data Integration

The problem formulation in 81.1 prohibits creation of the global database as a means of solving the problem.
There may be, of course, “low-risk” situations—see §3.3 for one—in which the owners are willing to create
and share the global database, but still wish to protect the sources of data elements. For example, owners
who are retailers may be willing to share information about their customers as long as they don't reveal
who is whose customer. Of course from the global and its local database, each owner can recognize which
customers are not its own, but it should not be able to infer which other owner’s customers they are.



Final step: calculate and share

Owner 1 v = (s,-R) (mod 1024) = -837 (mod 1024) = 187

v, =29

R =1003

Transmits, = (R +v,) (mod 1024) = 8

A

Owner 2

A

Transmit s, = (s, + v,) (mod 1024) = 13

A 4

Owner 3
v, =153

A

Transmit s, = (s, + v,) (mod 1024) = 166

Figure 2: Pictorial representation of secure summation.

There are circumstances in which such secure data integration (SDI) is simply not possible. The most
apparent of these is when data values themselves reveal the source. This would happen, for example, if the
owners were state education agencies in the US and the data were student-level data containing ZIP code of
residence.

We now sketch a protocol for SDI. Conceptually it is straightforward, provided that the “star topology”
of the NISS Secure Computation System described in 84.1 is employed, so that owners are not aware of the
order in which they are contributing data elements. More specifically, the owners incrementally contribute
data in a random round-robin order known to a central server to not to them. Here are details, with the
owners numbered in that random order:

Initial round. Each owner receives from the server a circulating database. It records all elements in that
database, adds to the database a random number of its records—the need for this randomization and
issues associated with it are discussed below—and sends the result back to the server.

Intermediate rounds. Each successive time an owner receives the circulating database, it first removes
elements it put on the preceding round. It can recognize these, and it is “safe” to remove them because
they have already been recorded by all the other owners. It then records all other data in the database,
which have been added by other owners. Finally, it adds a random fraction of its remaining data and
returns the database to the server.

Penultimate round. Each owner removes own previous data and records other owners’ previous data as for
Intermediate Rounds but now puts irall its remaining data Which round is the penultimate round
may be owner-dependent.



Final round. Following its penultimate round, each owner removes the data it inserted then, and sends the
database back to the server. The last owner to do this will be left with an empty database, and the
process will be complete. Until that happens, each owner will continue to receive the database, will
record data added by other owners, and send the database on.

Note that because of the round-robin system, between any two times an owner receives the dhtabase
other ownerswill have contributed to it (at least those who have not exhausted their own data), so there is
no means of attributing new records to other owners. The “remove what you put in on the previous round”
component of the protocol controls the size of the database in order to achieve computational feasibility.

The randomizations required by this protocol matter. As a standard for judging them, suppose that the
database owners knew the sizes of each other’s databasehat the naive prior distribution on the source
of a record is the size of that database divided by the total of the sizes. In reality, of course, each owner
would attempt to attribute only records other than its own, and would remove the size of its database from
the denominator. So finally, the extent to which observing the protawbles an owner to improve its
estimates—which now are posterior distributions given what is observed about the protocol—over the naive
ones measures the lack of protection of sources.

In early rounds, randomizations that add a constant fraction of each owner’s records are revealing, so
owners must be putting in the same expected numbers of records. But if “same expected numbers of records”
were maintained as the process proceeds, then in late rounds only owners with large databases would be
contributing. The precise nature of this tradeoff is still being worked out.

3.2 Secure Regression

Assume that the data consistjpf 1 numerical attributes of each data subject, so that oysetata on its
n; subjects consist g predictorsX’ and a responsg’. The owners wish to fit the usual linear model
y=XB +c¢, (2)
to the “global” data
Xl yl
X = : and y=1|
XK yK
We embed the constant term of the regression in the first predictor by pmiirg 1forallj. To
illustrate the subtleties of analysis of distributed data, the usual strategy of centering the predictors and
response at mean values does not work, at least not directly. The means in this case are the global means,
which are not available, although they could be calculated with another round of secure computation.
Under the condition that C@¥) = o?1, the least squares estimator fois of course
B =X"X)XTy. (3)
Letn = ) n; be the size of the global database. Then the crucial point is that the gfpba) x (p+1)
matrix

[XVT[XY] = [ yTX  yTy

2)f they were state agencies, this would be a plausible assumption, since the sizes would be likely to be public information.
3Recall that semi-honesty allows retention of intermediate results.

XTX XTy}




from which 8 can be calculated using (3), is additive over the owners:
K
[XYITIX y] = > [XEyTIX YN 4)
k=1
Figure 3 illustrates this foXT X: eachX/ is nj x p.

Therefore, K y]T[X y] can be computeéntrywiseusing secure summation, and each owner can then
calculates using (3).

We illustrate with a data set of 1,318 chemical compounds (Karr et al., 2005a), in which the response is
water solubility and the 91 predictors are a constant and 90 chemical features (mainly, presence or absence)
of the compounds. Four database-owning companies were created, whose databases contain 499, 572, 16(!)
and 231 compounds, respectively. Mimicking real-world heterogeneity within pharmaceutical companies,
each company’s database contains compounds with features that are absent from all compounds in all of
the other companies’ databases. This sharpens the incentive for each company to participate, because it can
learn about the importance of features for which it has no data. Of course, company 3 has greatest incentive
to participate, since it cannot even do the regression on its own.

Figure 4 summarizes the results. The first three panels are scatterplots of the 91 regression coefficients
for companies 1, 2 and 4y{axis) against the coefficients for the global (four-company) regression (
axis). Coefficients withy-values of zero correspond to features missing from each company’s database.
Not surprisingly, the match between each of company 1, 2 and 4’s coefficients and the global coefficients
depends on the size of its database: the larger the database, the better the match.

A natural question, at least if the companies knew the sizes of each others’ dataizasésether
companies 1, 2 and 4 should allow company 3 to participate, since it has so little data. The lower right-hand
panel of Figure 4 sheds some light on this. Therexttaxis again contains the coefficients for the four-
company regression and tlyeaxis those for the regression for companies 1, 2 and 4, excluding company 3.
Though close, the coefficients are not identical, so companies 1, 2 and 4 do gain from including company 3.

From a statistical perspective, calculationfbofs only part of “performing” a valid, useful regression.

A variety of other objects can be calculated froX Y] [X y], or using secure summation directly. These
include the coefficient of determinatid®?, the least squares estiméa$é of the error variance? and the

“hat” matrix H = X(XTX)~1XT, which can be used to identify outliers (Karr et al., 2005b,c). It is also
possible to use the secure data integration algorithm of §3.1, together with methods for constructing (privacy-
preserving) synthetic residuals in ordinary regressions (Reiter, 2005), to create secure synthetic residuals
(Karr et al., 2005b).

3.3 Secure Contingency Tables

The algorithm for secure data integration described in 83.1 has an important indirect application—securely
constructing contingency tables containing counts or sums.

Let D be a database containing only categorical attribdes. ., A;. The associated contingency table
is the J-dimensional array§l’ defined by

T@y,...,.a)=#reD:.ri=ay,...,r; = A;}, (5)

where eacly; is a possible value of the categorical attribé&, #{-} denotes “cardinality of’ andr; is the

4Which our protocol does not require.
SFor example, ifA; corresponds to gender, then possible values afre “female” and “male.”



XT:p*(n, +n,+n,) XX:p*p

X:(n1+ +n3)*p

Figure 3: Pictorial representation of the computation of the gloddaX for secure regression.

ith attribute of record. The J-tuple(ay, ..., a;) is called the cell coordinates. More generally, contingency
tables may contain sums of numerical variables rather than counts; the procedure described below works
in either case. The tablE is a near-universal sufficient statistic, for example, for fitting log-linear models
(Bishop et al., 1975).

While (5) defines a table as an array, this is not a feasible data structure for tables very large numbers
of cells. Fortunately large tables are invariably sparse, with relatively few cells having non-zero counts. For
example, the table associated with the US Census “long form,” which contains 52 questions, has more than
10 cells (1 gigabyte = 1Y) but at most approximately #@the number of households in the US) of these
are non-zero. Theparse representatioof a table is the data structure of (cell coordinate, cell count) pairs

{(al,...,aJ,T(al,...,aJ)) "T(a,...,ay) ;AO}.

Algorithms that use the sparse representation data structure have been developed for virtually all important
table operations.

Consider now the problem of securely building a contingency table from dataligses., Dk con-
taining the same categorical attributes for disjoint sets of data subjects. Given the tools described in 83.1
and 2.2, this process is straightforward. The steps:

1. List of Non-Zero Cells: Use secure data integration to build the lisbf cells with non-zero counts.
The “databases” being integrated in this case are the owners’ individual lists of cells with non-zero
counts. The protocol in 83.1 allows each owner not to reveal in which cells it has data in.

2. Non-Zero Cell Counts: For each cell int, use secure summation to determine the associated count
(or sum).
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Figure 4: Scatterplots for the example discussed in 83.2. In all plots, the regression coefficients for the four-
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regression coefficients for company 4 aloriewer right: y-axis contains regression coefficients for the
regression for companies 1, 2 and 4, but excluding company 3.



3.4 Secure Maximum Likelihood and Bayes

Suppose now that the owners’ databases partition a global datgbpseodeled as independent samples
from an unknown density (@, -) belonging to an exponential family. Specifically, suppose that

L
log f (6, x) = ch(x)dg(e). (6)

(=1

Then under the independence assumption, the global log-likelihood function is

L K
logL(@.x) = du®) | Y > clx) | (7)
=1

k=1 xj €Dk

where®y is the database of ownkr

Assuming that the owners have agreed in advance on the model (6), they can simply use secure summa-
tion to compute each of the terms in (7), and then each can maximize the likelihood function by whatever
means it wishes.

Any owner that wishes can also perform Bayesian analyses, with whatever prior distribittoses,
since the relevant posterior distribution is computable froand the likelihood functior (6, x).

4 New Directions

In this section we describe three directions of ongoing research at NISS.

4.1 The NISS Secure Computation System

As alluded to in 82.2, a serious implementation of protocols such as that for secure regression (83.2) presents
significant challenges. A prototype Secure Computation System (SCS) developed by NISS attempts to
address many of these.

The fundamental difference between the SCS and the simple protocols in 83 is that the SCS uses a
network-based server-client model implemented as a star topology, illustrated in Figure 5, which operates
on the public internet. The database owners are the clients, but they never communicate directly with
each other. Rather, they communicate only with the server. There are multiple reasons for this. First, the
server can hide from the clients the order in which they provide information, preventing collusion. Second,
authentication and encryption are much more efficient with the server. And finally, process management is
vastly simplified.

On the other hand, since the server is not an owner, it must not be able to “read” any of the information
it is passing between clients, which leads, as described below, to a dual encryption. In fact, in the SCS the
server is not even aware which protocol the clients are performing.

Here is a simplified description of SCS functionality. We assume that whatever secure protocol is being
performed requires only one contribution from each client. In terms of 83, this means everything except
secure data integration and the first stage of secure contingency tables.

10



Set-Up. Prior to actually performing the analysis, the owners/clients must agree on who is participating,
which protocol will be performed, a time at which the protocol is to be performed and a symulietnits-
only encryption key, which is not revealed to the server. The time and IP addresses of clients are transmitted
to the server by means of a not-yet-implemented reservation system.

Log In. At the reserved time, the server listens for clients to log in. As each client logs in, it receives
from the server the server’s public key—to use when sending messages to the server. It also generates a
(private key, public key) pair for encryption of messages from the server to it, and sends the server the latter.

Initiation. When all clients, as determined by the reservation, have logged in, the server randomly
selects an order for the clients, and sends “Initiate protocol” message to the first client.

The structure and encryption of messages from the server to the client is shown in the top panel in Figure
6. The entire message is encrypted using the client’s public key, which prevents its being read by the other
clients or an outsider. ThEag is generated by the server and used for authentication: the server will not
respond to any message not containing the correct tagClibet Message contains information passed
from the server to the client. Examples are “Initiate protocol” and “Protocol completed.” The remainder
of the message is empty at the start of the process, or else, as described below, has been constructed and
encrypted by another client. It is not readable by the server.

Client-Side ProcessingWhen it receives a message from the server, a client decrypts it using its own
private key, sets théag aside, parses th€lient Message and acts accordingly. For example, if the
message is “Initiate protocol” and the clients have agreed, unbeknowst to the server, to perform secure
summation, the client would generate the random nuribeidd itsv; to it, construct thé>ayload, which
is simply R+ v;, setOperation to “Secure summation: add value,” which tells the next client what to do,
concatenate the two and encrypt the result with the clients-only key. It would then concatenate the saved
Tag, aServer Message and the encrypte®@peration andPayload, encrypt that entire object with the
server's public key, and send it to the server.

When there are no problenferver Message will be of the form “Client operation successful.” Were
there a problem, for example, if a client in secure regression could not locate its d&arfiler Message
would inform the server that there had been a problem. The prototype version of the SCS makes no attempt
to recover from errors, and the clients would be informed by the server that the process had terminated
unsuccessfully.

Succeeding clients receivelag andClient Message of the form “Continue,” decrypt th®pera-
fion andPayload, perform the indicated operation (Example: “Secure summation: add value”) to generate
a new payload (Example: the payload it received plus;ifsencrypt the two with the clients-only key, and
then proceed as described above.

The initiating client recognizes that the computation phase of the protocol is complete when it receives a
second message from the server. Because it knows the protocol, it knows that it should then remove random
initializers (Example: subtrad® from V + R to obtainV), setOperation to “Read”, sefayload to V,
and proceed.

The initiating client recognizes that the entire protocol is complete when it receives a third message from
the server, in which case it sesrver Message to “Protocol complete” sends one final message to the
server and shuts itself down. The server then tells the remaining clients that the protocol is complete, which
they acknowledge and shut themselves down.

Server-Side ProcessingWhen it receives a message (purporting to be) from a client, the server first
decrypts it using its private key. It then comparesTibg to that of the last message it sent out, and if the

11



Client Client
4

Figure 5: Star topology structure of the SCS illustrated with four clients. Messages are never passed directly
from one client to another but rather only from the server to a clienticerversa

two are not identical, either ignores the message and waits for the “correct” message, or declares a problem.
If the Tag is correct, the server parses therver Message, and acts accordingly. In most cases, the
message would be “Client operation successful” or “Protocol complete.” As noted previously, in the current
SCS, if theServer message is “Client encountered problem,” the server would terminate the protocol.

The server continues sending messages to clients in the same order (cyclically¢orait Message
is “Protocol complete.” Note that the server is never able to read eith€reration or thePayload.

Table 1 illustrates the entire process for the secure summation example in Figure 2.

The client software for the SCS consists of a number of graphical user interfaces (GUIs) and compu-
tational engines. A full description of these will appear elsewhere (Vera et al., 2005), but Figure 7 shows
those associated with secure regression.

4.2 Secure EM for Complex Data Partitions

For complex data partitions such as that in Figure 8, one approach is for the database owners to base infer-
ences solely on the data records that all owners have in common. One obvious problem is that there may be
no such records. And in any event, this approach sacrifices information from records common to some but
not all of the databases, which can result in inferences that are inefficient and potentially biased (Little and
Rubin, 2002).

An alternative approach is to view complicated data partitions as incomplete data sets—the global
database is construed as a rectangular data set with missing values in those records not common to all
parties—and then to develop secure versions of techniques commonly used for analyzing incomplete data
sets. To analyze incomplete data, a typical strategy is to specify a joint distribution for the complete data, and
then to use the EM algorithm (Dempster et al., 1977) to estimate the parameters of that distribution. Doing
so is complicated in our setting because the database owners do not share individual data values. However,
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Sender Recipient | Tag Client or Server Message | Operation Payload
Server— Clientl Tagl Initiate Protocol @ Y
Clientl — Server Tagl  Success Secure sum: add value 8
Server— Client2 Tag2 Proceed Secure sum: add value 8
Client2— Server Tag2  Success Secure sum: add value 13
Server— Client3 Tag3  Proceed Secure sum: add value 13
Client3— Server Tag3  Success Secure sum: add value 166
Server— Clientl Tag4  Proceed Secure sum: add value 166
Clientl recognizes that all clients have contributed
Clientl — Server Tag4  Success Secure sum: read sum 187
Server— Client2 Tag5 Proceed Secure sum: read sum 187
Client2— Server Tagb  Success Secure sum: read sum 187
Server— Client3 Tag6  Proceed Secure sum: read sum 187
Client3— Server Tagb  Success Secure sum: read sum 187
Server— Clientl Tag7 Proceed Secure sum: read sum 187
Clientl recognizes that all clients have read sum
Clientl — Server Tag8  Protocol complete @ Y

Clientl shuts down

IS
IS

Server— Client2 Tag9  Protocol complete
Client2— Server Tag9 Completion acknowledged | ¢ Y

Client2 shuts down

IS
IS

Server— Client3 Tagl0 Continue
Client3— Server Tagl0 Completion acknowledged | ¢ Y

Client3 shuts down
Server recognizes that all clients have shut down, and shuts itself down

Table 1: SCS implementation of secure summation for the example in Figure 2, assuming that the clients
are numbered 1, 2, 3. Neith@peration nor Payload is visible to the server.
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Operation Payload

Tag Client Message

Encrypted with Clients-Only Key

Encrypted with Client’s Public Key

Operation Payload

Tag Server Message

Encrypted with Clients-Only Key

Encrypted with Server’s Public Key

Figure 6: Encryption used by the SCRip: Encryption of server-to-client messagd&onttom: encryption
of client-to-server messages. Portions of messages encrypted with the clients-only key, which are shaded in
gray, cannot be read by the server.

for some models—for example distributions from the exponential family, the EM algorithm requires only
sufficient statistics. If those sufficient statistics can be calculated using SMPC, then a secure EM algorithm
is feasible, as we now illustrate.

For simplicity, assume that the data follow a multivariate normal distribution. One problem, of course,
is that this assumption is difficult to verify when the owners do not share data YaWesfurther assume
that the owners shamgobally uniqueidentifiers (for example, social security numbers) of the records in
their databases, which is necessary in order to identify records that are common to multiple data sets. These
identifiers are shown in Figure 8. Finally, we assume that matching on these unique identifiers can be done
without error.

For the multivariate normal distribution, the sufficient statistics are sums, sums of squares, and sums of
cross-products of the data values. All of these can be computed securely by the following protocol.

Let M be the number of incomplete data (“data missingness”) patterns in the global daf@ab&se
example, in Figure 8Vl = 5: partitioning the attributes into four blocks, the patterns are as shown in Table
2. Form=1,..., M, let Dy, be the set of all data elements with missingness paittern

To begin the secure EM protocol, the owners group data records by missingness patterns, which is
possible since they have shared unique identifiers. After this initial cooperation, each owner knows the
values ofm for all records and the values of the data for the records in its database.

The owners next compute and share two tables of summary statistics needed by the EM algorithm. The
first table hadV rows corresponding to the missingness patterns@odlumns corresponding to (all) the
attributes in the global database. The entry in the table fomm@md columnj is the sum of the observed

5For regressions (§3.2), only the distribution of the errors in the regression need be normally distributed, which each owner can
check. NISS is researching more flexible methods of secure computation.
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B Secure Operations

M Secure Client
Lagin | Log ions | on  Statistics Spec
Statistic Type:  |Secure Regression vl

Data File: |&\DnﬂlmrlsandSe!ﬁngs\veraF\Dasklnp\Tssls\TesHSmaIT.hd Browse I Edit |
[V First row contains varisbles' names
Separalot & Tab  Space ¢ Comma " Other [0

Resuls File: | Bowse | ven |

Modet  [a-bie] s

RepressionViewer

Fomubar[1 243 ~445+6+748+49+ 10411412 i

Analysis for response: =
Analysis of Variance Table
3

Source of Variation Degrees of Freedom Sum of Squares Mean of Squares F-Statistic p-value

Mode 1 12 1067.0529 88.9211 96.7261 <0.0001
Error 1305 1199.6975 0.9193
Total 1317 2266.7504

Coefficients Table

Term Coefficients Standard Error t-statistic p-value

(Intercept) 0.6064 0.0319 19.0217 <0.0001
4 -0.0129 0.1808 =-0.0711 0.9433
5 0.0327 0.0330 0.9907 0.3220
6 -0.1629 0.1150 -1.4175 0.1566
7 -0.0519 0.4408 =-0.1178 0.9062
8 0.6995 0.0868 §.0547 <0.0001
9 0.5525 0.0925 5.9722 <0.0001

10 1.0771 0.1776 6.0636 <0.0001
11 2.3014 0.1698 13.5522 <0.0001
1z -0.1835 0.0463 -3.9604 <0.0001
13 0.1733 0.1268 1.3673  0.1718
14 -0.0894 0.1248 -0.7165  0.4738
15 -0.2138 0.0767 -2.7867 0.0054

Figure 7. Selected components of the GUI for the client-side SCS softWape.GUI to specify secure
regression protocol, location and field separators for data file, location for file containing results, and model.
Bottom: GUI showing output from secure regression.
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Attribute Blocks
Present

Pattern Number 1 2 3 4
1 X X

2 X X X
3 X X
4 X X X X
5 X X X

Table 2: Patterns of “data missingness” corresponding to the database in Figure 8.

for those records with the missingness pattern associated witimrahen there are no common attributes,

each sum is computed by only one owner. When there are common attributes, the sum is computed using
secure summation. In the case of common attributes and common records, the owners cooperate to ensure
that each record is represented only once in €ao}y.

The second table had rows corresponding to the missingness patternsg@mct 1)/2 columns cor-
responding to the inner-products of glivariables in the data set, including the sums of squares. The entry
in the table for rowm and the column associated with attribuggsk) is the ) y;yi for those records with
the missingness pattern of raw. With no common attributes, each cross-product entry in the table is de-
rived from a single dot product involving only two database owners. When there are common attributes,
the owners cooperate to ensure that each record ente}s thgi one time for eaclij, k). The table has
many structural zeros, because there are no dot products between the missing and observed data. The own-
ers compute the dot products using a secure dot product protocol (Du and Zhan, 2002; Sanil et al., 2004a),
which allows owners to perform dot products without sharing attribute values.

Once each owner has the two tables of summary statistics, it has all the information needed to run the
EM algorithm independently of other owners. For details of the E-steps and M-steps for a multivariate
normal model, see Schafer (1997). Further inference from the data, for example, fitting regression models,
is then possible without additional error.

The secure EM protocol is vulnerable not only to the usual risk of the owners’ not being semi-honest
(although see 84.3) but also to confidentiality risks associated with sharing of globally unique identifiers.
In addition, missingness patterns associated with small numbers of attributes are problematic. To illustrate
in the multivariate normal setting, for any missingness pattern gilttributes, there arg + q(q + 1)/2
equations involving the records in that pattern. When the number of records in that pattern is less than
or equal tog + q(q + 1)/2, the owners can solve these equations for the data values associated with that
pattern. To protect confidentiality, the owners may have to exclude missing data patterns with small numbers
of records from the EM, although this could bias parameter estimates. Finally, the secure EM protocol does
not guard against risks arising when sensitive attributes owned by different owners are nearly co-linear.

A possibly deeper difficulty is that EM algorithms are based on the assumption that the incomplete
data are missing at random. Figure 8, however, makes clear that the missingness may be “structural,” with
attributes missing in blocks. Further research is necessary to address this issue.

Itis clear, in any case, that the secure EM protocol does work when the data are partitioned horizontally
(81.2) and the missing values truly are missing at random.
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—— Shared Unique ID

Owner 2

<—— Owner 5

Owner 3

o

Owner 1 Owner 4

Figure 8: Example of complex data partitioning with five database owners.

4.3 Partially Trusted Third Parties

Here we consider more carefully the semi-honesty assumption introduced in §2.1.
In the secure regression setting on 83.2, let us consider two problematic scenarios. First, suppose that

all owners other than are semi-honest, but that instead of contributiXd /][ X! y!] to the summation
in (4), ownerj puts in 0. Then what every other owner receives at the end of the process and thinks is
[X y]T[X y]is in fact

(IXVITIX YD) = D IXKYAITIXH YN, ®)

k#]

Owner j can then merely addq{! y!]T[X} yi] to obtain the correctX y]T[X y], and proceed to perform
the correct regression, leaving other owners unaware that they do not have the correct regression.
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But, active lying is even more effective. If instead of/[y!]" [X' 11 or 0, ownerj addsfalsevalues
[Xfalseyfalse] [Xfalseyfalse] then what each other owner thinks % ][ X y] is now

Z [Xk k] [Xk k] + [Xfalse yfalse]T[lealsenyIseJ'
k=1,k#]j

Owner j obtains the correct value ofX[y]T[X y] by subtracting Kiyce Visisd ' [ Xfase Viuisd @nd adding
[XJ] yI]T[X] y], and then can calculate the correct regression. UnDESs JYisd | [Xise Yiaisd 1S €Qre-
giously false, the other owners will be unaware that they have a completely bogus regression.

These examples show that, viewed as a multi-player game, the secure regression protocol in 83.2 is nota
Nash equilibrium. Each owner, if the others are semi-honest, has a unilateral incentive not to be semi-honest.

The concept opartially trusted third parties (PTTPsxurrently under development at NISS, may be
able to reduce unilateral incentives to cheat in situations where the results of interest are functions of two
or more other quantities. For secure regression, PTTPs work begassa function of XT X and XTy.

They would work for secure averages such as (1), but not secure summation, nor would they work for secure
likelihood (83.4), although they could work for secure Bayes.

A PTTP is, in effect, a dataless owner that initializes secure summations, receives the result, calculates
guantities of interest, and shares (only) the result of the computation with the real database owners. To
illustrate in the setting of secure regression, we restrict attention to regression coefficiefite PTTP
protocol is then as follows:

Initialization. The PTTP creates a matrRR of dimensiongp + 1) x (p + 1), wherep is the number of
predictors, each of whose entries is a very large random numbers.

Iteration. Using either an ordinary secure summation protocol (82.2) or the SCS of 84.1, the database
owners each add theiX[ yI]T[ X! yI].

Computation. When it receives bacR + [X y]T[X y] from the final owner to contribute, the PTTP sub-
tractsR and then calculate$ using (3).

Dissemination. The PTTP disseminatgsto the ownerslt does not disseminafeX y]T[X y].

So does PTTP work? There is, of course, one significant drawback: the PTTP may end up knowing
more than the database owners. For secure regression, the PTTP Ragi$X y], while the owners
know only . This may be acceptable in some settings, but will not be in others. There are also ways around
it. For instance, for secure regression, the owners could each replac&thgjrz! = X/ B, whereB is
an invertiblep x p matrix not known to the PTTP, and the regression could be performed using the PTTP
and thez!. Finally, each owner would multiply thg received from the PTTP b~ to recover the true
estimated coefficients.

The major advantage of the PTTP protocol is that it is much harder to undo the effects of cheating. Let
/3 denote the (true) coefficients for the regression involving all owners otherjthdmnstead of adding
[XJ y!1T[X) y!], ownerj adds P(falseyfa|se] [ XLise Yinis» @nd then receives false coefﬁmerﬁf&ase, in order
to recover true coefficientg,must somehow remove the effects &(ﬁﬁ[lse yfalse] Xfalse Yiied from Brase and
then “add” the effects of§! yI]T[X] yI].

Even adding zero instead ok y!]T[X! yi]is problematic, although in this case owrjewould know
that theg it receives isé_j. But, combining this withX! andy’ to obtain the global regression coefficients
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is not straightforward. One possible approachj, Knew that the regression without it were a good one—
which it doesn’t—would be to simulate data from the other owners, combine those with its own real data, and
perform a regression. Howevq‘}ﬂ- does not contain sufficient information to do the simulation. Whether
Bayesian methods will work is a topic of ongoing research.

5 Conclusions and Discussion

In this paper we have outlined an approach to valid statistical analysis of distributed data that does not re-
guire actually integrating the data. Instead, it is based on anonymized sharing of database-specific sufficient
statistics, in a way that no database owner can disentangle the individual contributions of the other owners.
We have presented underlying abstractions of SMPC, as well as illustrative protocols for regression, con-
tingency tables and exponential family maximum likelihood. A prototype software system was described,
together with initial approaches to complex data partitioning and reducing incentives to “cheat.”

Many research challenges remain, several of which are noted in the paper. One of the most central of
these is to link our approach to traditional concerns in statistical disclosure limitation (SDL) (Willenborg
and de Waal, 1996, 2001), which focus on protecting the identifies of individual data records and sensitive
attributes within them.
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